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ABSTRACT
Predicting users’ privacy concerns is challenging due to privacy’s
subjective and complex nature. Previous research demonstrated
that generic attitudes, such as those captured by Westin’s Privacy
Segmentation Index, are inadequate predictors of context-specific
attitudes. We introduce ContextLabel, a method enabling practition-
ers to capture users’ privacy profiles across domains and predict
their privacy concerns towards unseen data practices. ContextLa-
bel’s key innovations are (1) using non-mutually exclusive labels
to capture more nuances of data practices, and (2) capturing users’
privacy profiles by asking them to express privacy concerns to a few
data practices. To explore the feasibility of ContextLabel, we asked
38 participants to express their thoughts in free text towards 13
distinct data practices across five days. Our mixed-methods analysis
shows that a preliminary version of ContextLabel can predict users’
privacy concerns towards unseen data practices with an accuracy
(73%) surpassing Privacy Segmentation Index (56%) and methods
using categorical factors (59%).
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1 INTRODUCTION
Predicting users’ privacy concerns towards unseen data practices
can significantly improve today’s privacy ecosystem. First, busi-
nesses can use these predictions to understand whether their data
collection and usage approaches are in accordance with individ-
uals’ privacy expectations [30, 33]. Second, developers and HCI
researchers may leverage these predictions to empower users with
personalized privacy management tools, enabling them to have
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default privacy settings tailored to their specific attitudes [40, 51].
Third, policymakers can leverage these predictions to better under-
stand the privacy protection needs of the population and design
more effective privacy regulations [1, 53].

However, modeling users’ privacy concerns is challenging. Typi-
cal modeling processes can be decoupled into two common steps:
capturing users’ privacy profiles, then predicting their privacy con-
cerns using the captured profiles [27, 34, 37, 48]. For example, Alan
Westin developed Privacy Segmentation Indexes consisting of a
few questions and a set of rules to group participants into three
categories based on their responses (fundamentalists, pragmatists,
and unconcerned) [27]. However, many have found that Westin’s
categories have limited effectiveness in predicting people’s privacy
attitudes towards specific data practices [4, 17, 27, 35, 52].

Recently, many studies have found that contextual factors within
a data practice significantly impact users’ privacy attitudes [20, 42,
51, 52, 54]. Researchers have also started to use factorial vignette
experiments to capture users’ domain-specific privacy profiles [5,
10, 11, 28, 33, 37, 42, 54], suggesting the impact of contextual factors
on users’ privacy concerns or privacy norms. For example, Emami-
Naeini et al. analyzed how a few domain-specific categorical factors
(e.g., data types, purposes) affect users’ comfort levels in the context
of IoT data collection [37]. However, these models and captured
factors can hardly be generalized to data practices in a different
domain, such as applying an IoT model to forecast user comfort
levels in targeted advertising [32, 41].

This paper introduces ContextLabel, a new method that enables
practitioners to capture users’ privacy profiles across domains and
predict their privacy concerns towards unseen data practices. Con-
textLabel has two key ideas. First, rather than simplifying a real-
world data practice to a limited set of exclusive categorical factors,
ContextLabel asks practitioners to annotate a data practice with
multiple non-exclusive labels (e.g., ‘Price Discrimination’, ‘Ab-
sence of Consent’).We hypothesize that the incorporation of awider
array of labels, capturing the nuances of the specific data practice
under consideration, will lead to a more accurate modeling of users’
privacy concerns across domains. Second, ContextLabel captures
users’ privacy profiles by asking them to express their privacy con-
cerns for a few free-text data practices, then predicts their attitudes
to unseen data practice using associated labels. We hypothesize
that users’ discomfort towards data practices may correlate with
different contextual labels and personal preferences [20, 42, 52, 54],
and we want to leverage this correlation to predict users’ privacy
concerns towards an unseen data practice. For example, if a user
strongly opposes data-driven price discrimination in airline book-
ings, she may also hold negative views towards another data prac-
tice involving price discrimination.
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We conducted an online survey involving 38 participants over
�ve days to explore the feasibility of ContextLabel. We prompted
participants daily to express their thoughts in free text regarding
three di�erent data practices and evaluate their overall comfort level
quantitatively. Overall, each participant examined 13 distinct data
practices. To gauge the consistency of users' privacy perceptions
regarding a speci�c data practice, we asked participants to evaluate
one repetitive data practice and respond to questions from the
Privacy Segmentation Questions [27] on the �rst, third, and �fth
days of the survey.

To predict users' privacy attitudes towards an unseen data prac-
tice, we assume that users' perspectives on privacy for a speci�c
data practice show a certain level of logical reasoning. We investi-
gated this by assessing whether individuals maintained consistency
in rating the same scenario three times at di�erent intervals, and by
analyzing their free-text explanations for these ratings. We found
that participants' privacy attitudes are highly consistent in the span
of 5 days. 80% of participants expressed the same level of privacy
concern in the generic privacy segmentation questions, while the
remaining 20%, who were less consistent, mostly had some border-
line perceptions. Further, we found that each participant mentioned
nearly identical concerns in their free-text responses regarding the
repeated privacy scenario across three days.

The authors then developed a codebook with 18 distinct labels
and used it to annotate all 13 data practices. We then identi�ed
contextual labels that correlated to users' privacy concerns across
domains. Our results show that some users have heightened sen-
sitivity to particular contextual labels, leading to speci�c privacy
concerns. Using these insights, we captured users' inclinations con-
cerning various contextual labels by assessing their responses on
several data practices and then utilized the captured preferences
to predict their concerns on previously unseen data practices. Our
data reveals that our predictive model improved prediction accu-
racy (73%) compared to the Privacy Segmentation Index (56%) and
categorical contextual factors (59%).

Scope and Limitation : Our paper is an exploratory work that
studies the feasibility of predicting users' privacy concerns across
domains. Note the 18 labels provided are an initial set. We anticipate
that subsequent research may introduce more labels by extending
the codebook. A key advantage of ContextLabel is that researchers
can re-label user feedback using the codebook without having to
discard prior survey responses.

In this paper, our main contributions are as follows:

� We empirically demonstrated the feasibility of predicting
users' privacy concerns across domains.

� We introduced a preliminary method to model users' privacy
concerns using non-mutually exclusive labels and users' pref-
erences. This method can predict users' privacy concerns to-
wards unseen data practices with an accuracy that surpasses
Privacy Segmentation Index and methods using categorical
factors.

� We conducted a systematic study of users' privacy prefer-
ences concerning data practices and general questions over
a brief period, speci�cally 5 days, utilizing a two-stage data
collection method. We contribute new evidence that users'

preferences are largely consistent and exhibit some levels of
rationality.

2 RELATED WORK & RESEARCH QUESTIONS
The main objective of this paper is to predict users' privacy at-
titudes using contextual labels and personal preferences, which
originates from three fundamental premises: (1) users' privacy con-
cerns for a speci�c data practice show a certain level of logical
reasoning, which can be approximated as a function of users' indi-
vidual privacy preferences and the contexts of the data practice; (2)
by incorporating a broader selection of non-mutually exclusive la-
bels, we can capture more nuances of a data practice; and (3) instead
of running factorial vignette experiments, it's feasible to capture
users' privacy pro�les by analyzing their open-ended feedback on
selected data practices. We have organized related studies around
these assumptions.

Modeling users' privacy concerns . Many studies have investi-
gated whether users are rational in context-speci�c, privacy-related
behaviors, either actual or intended [2, 18, 52]. For example, Pri-
vacy Calculus [29] assumes that users are rational beings whose
decisions and actions are propelled by their intent to optimize their
bene�ts. When the anticipated bene�ts of data sharing surpass the
costs, users are generally expected to willingly share their data. In
contrast, numerous studies on consumer decision behavior have
also shown that the decision-making process is in�uenced by vari-
ous cognitive biases and heuristics [3, 23, 50], such as availability
bias [43], the framing e�ect [49], and con�rmation bias [39]. Flender
and Müller put forth a contrasting proposition [16], suggesting that
a decision's outcome is not settled until the moment the decision is
actually made [24], and two distinct decisions cannot be deemed
interchangeable within the context of decision-making [16].

We hypothesize that users' privacy concerns are consistent over
a short period and exhibit some levels of rationality. We asked
participants to repeatedly express their privacy concerns about a
data practice and respond to Westin's Index questions to validate
the hypothesis. We then analyzed if their numerical ratings were
consistent across multiple responses. Further, we analyzed partic-
ipants' open-ended responses to infer whether these responses
demonstrate rationality.

RQ1: How much rationality we can observe from users' privacy
attitudes and concerns toward a speci�c data practice?

Non-mutually exclusive contextual labels v.s. categorical con-
textual factors . One of the most widely used theoretical frame-
works in modeling users' privacy decisions is Nissenbaum's con-
textual integrity [38]. This theory posits that privacy choices are
guided by speci�c information norms tied to particular contexts.
Traditionally, such contexts can be delineated using certain categor-
ical factors, as highlighted in [10, 14], including actors, attributes,
and transmission principles. While many studies have found that
these contextual factors within a data practice signi�cantly impact
users' privacy attitudes [6, 8, 9, 14, 31, 37, 38, 46], it remains hard to
use these factors to predict users' privacy concerns across domain.

We hypothesize that simplifying a real-world data practice to a
small set of exclusive categorical factors might overlook its intricate
nuances. Instead, we want to explore a new method that annotates
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a data practice with multiple non-exclusive labels to improve the
prediction models.

RQ2: How are di�erent context labels and categorical factors corre-
lated with users' privacy attitudes and concerns across domains?

Capturing users' preferences and predicting users' attitudes .
Many studies seek to model users' privacy attitudes across domains,
using demographic [12] information like education, gender, age,
and ethnicity [17, 35, 36, 52], or personality traits [19, 52]. However,
few studies have indicated the e�ectiveness of demographic pre-
dictors [52]. Other studies have used the widely adopted general
questions from Westin Privacy index [27] to categorize participants
into three groups with di�erent privacy attitudes. However, no
evidence showed that either the individual questions or the de-
rived categories are predictive of participants' reactions to speci�c
scenarios [52].

More recently, researchers have started to use vignette factorial
surveys to pro�le users' privacy decisions/attitudes [7, 10, 31, 33,
35, 37, 47]. Researchers often identify a few common factors (e.g.,
data types) in a speci�c task setting (e.g., IoT, mobile permissions)
and leverage the category factors to generate or control numerous
tested scenarios. For instance, Emami-Naeini et al. conducted a
1,007-participant vignette study to capture privacy expectations of
users in 380 IoT use-case scenarios [37]. Liu et al. [33] analyzed pri-
vacy and security decisions of smartphone users who were asked to
choose between �granting�, �denying� or "requesting to be dynami-
cally prompted" for 12 permissions of the apps they downloaded.
Schechter et al. [42] conducted a study examining users' reactions
to a modi�ed version of the Facebook Emotion Contagion Exper-
iment [26]. Serramia et al. [44] selected factors like data types,
recipients and transmission principles to generate smart devices
scenarios, and leveraged a collaborative �ltering approach to predict
user preferences. Similarly, Abdi et al. [1] implemented data min-
ing to �nd which contexts in the Smart Home Personal Assistants
ecosystem shared attributes and had the same acceptability. These
studies were able to investigate users' preferences [1, 26, 37, 44] or
identify meaningful user pro�les [33]. However, it is challenging
to adjust the prediction model for a new domain [10], as the tested
scenarios stem from domain-speci�c factors and researchers need
to collect data again for the new domain.

Instead, we aim to capture users' preferences regarding di�erent
contextual factors (e.g., `Price Discrimination', `Absence of Con-
sent') across diverse domains. We then use these preferences to
predict their attitudes towards other unseen data practices.

RQ3: How can contextual factors and personal preferences be ef-
fectively captured, and to what extent can they predict users' privacy
concerns towards unseen data practices?

3 METHOD
We conducted a �ve-day online study session on Amazon's Mechan-
ical Turk (AMT) to collect participants' privacy attitudes towards
13 selected scenarios. We worked to deliver two main outputs: (1)
using non-mutually exclusive labels to capture more nuances of a
data practice, and (2) capturing users' privacy pro�les by asking
them to express their privacy concerns to a few data practices. The
outputs showed participants' privacy rationale (see section 4.1),
the correlation between ContextLabel and privacy attitudes, and

concern categories (see section 4.2). ContextLabel predicts privacy
concerns with promising accuracy (73%) (see Section 4.3).

3.1 Survey Sessions

Survey Design. Figure 1 shows the overall survey structure. Each
participant was required to engage in each day's survey for �ve
consecutive days. This methodology allowed us to collect privacy
attitudes and concerns from the same participant across various
scenarios and evaluate their consistency. It also ensured that partici-
pants maintained their engagement and focus throughout the study,
spreading the workload over �ve days instead of one. In order to ob-
tain accurate assessments regarding participants' privacy attitudes,
we split the chosen scenarios into di�erent data actions (Figure
2, left), namelydata collection, data processing, data sharing, and
data usage. Next, we generated �ve di�erent sets of questionnaire
surveys for each day using scenarios described in the next section.
Each set comprised three distinct scenarios from 13 cases in Table
1 and corresponding data actions are listed in Appendix C.

The main part of our surveys contained a consent page, tutorial
examples, and scenario evaluation. On the tutorial page, partici-
pants were shown example answers for a scenario where an insur-
ance company shares costumers' health data to third parties [52].
Then, respondents rated their comfort level towards data actions
in each scenario using a �ve-item Likert scale (1 = Extremely un-
comfortable, 5 = Extremely comfortable). After rating, participants
were asked to express their concerns and reasons in free-form text
(Figure 2, middle). To conduct e�cient quantitative analysis, we
forwarded the collected responses to other crowd workers for an-
notation of 14 prede�ned privacy concern categories [20]. Crowd
workers were asked to review the privacy concerns listed and ei-
ther select the relevant options or provide additional information
to indicate which concerns were expressed in the free-form text
responses (Figure 2, right).

To investigate whether participants' attitudes towards the same
scenario remained consistent within a short time span and to un-
veil any rational reasoning behind their responses, we designed
a consistency test whose analysis is further discussed in section
4.1. Speci�cally, we chose one scenario (Table 1, scenario 6) and
integrated it into surveys of the �rst, third, and �fth days. At the
beginning of those three surveys, we also included three frequently
used questions from Westin's Privacy Segmentation Index [27, 52],
asking participants to rate generic privacy related questions in the
following manner:For each of the following statements, how strongly
do you agree or disagree? [1: Strongly Disagree, 2: Somewhat Disagree,
3: Somewhat Agree, 4: Strongly Agree]:

(1) Consumers have lost all control over how personal information
is collected and used by companies.

(2) Most businesses handle the personal information they collect
about consumers in a proper and con�dential way.

(3) Existing laws and organizational practices provide a reasonable
level of protection for consumer privacy today.

Although Westin's index has been deemed ine�cient in captur-
ing participants' privacy attitudes in previous works [4, 17, 27, 35,
52], to our knowledge, no study has examined respondents' con-
sistency in answering questions of Westin's index within a short
time span. Therefore, we repeated these three questions together
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Figure 1: An overview of the �ve-day survey protocol for capturing users' privacy pro�les by asking them to rate and express
their concerns to data practices. Surveys 2 and 4 include 3 distinct stories. Surveys 1, 3, and 5 include the three questions from
Westin's Privacy Segmentation Index and three stories, one of which is the repeated redundant one. The repeated scenario and
questions are designed for the consistency test.

Table 1: Scenarios used in surveys to gauge privacy attitudes. The split data actions are listed in Appendix C. Case 6 is the
scenario used as the redundant scenario in the consistency test.

# Scenario Name Description

1 Search engine clickthrough data
A company records users' clickthrough behavior in an A/B test experi-
ment in a nonanonymous way.

2 Loyalty card in a retail store
A retail store collects users' data through a loyalty card and uses the
data for insurance and coupon personalization.

3 Checkout-free retail store
An e-commerce company opens a checkout-free retail store by installing
various sensors inside a physical store.

4 Game chat log
An online game company uses its chat logs to identify potential prob-
lems in the workplace

5 Pregnancy intimate data A pregnancy app shares users' intimate body data with their employers

6 Social network
A social networking service company analyzes users' posts through
sentiment analysis and uses insights in di�erent ways.

7
Data science experiments in a dat-
ing app

An online dating app conducts several experiments to understand the
nature of romance.

8
Email contacts for social network
bootstrapping

A technology company appropriates users' email data to bootstrap a
new social network service.

9 Fitness tracking
A wearable technology company collects users' intimate behavior data
and makes them public by default.

10 Retail store pregnancy
A retail store predicts users' pregnancy status by analyzing their pur-
chase history.

11 Insurer employs AI
An insurance company uses facial-recognition technology to identify
untrustworthy and unpro�table customers.

12 Travel service dynamic pricing
A travel agency collects users' device data to adjust the service price
dynamically.

13 Ride-share dynamic pricing
A ride-sharing app collects users' device battery data to adjust the
service price dynamically.

with the redundant scenario for our consistency test. The responses
also served as our baseline for predicting participants' attitudes
and concerns in subsequent analysis. Additionally, unlike typical
surveys with attention-check questions, we leveraged the free-text
�eld [22] and the consistency test to prevent random responses.

Story Selection. To collect participants' privacy concerns across
diverse domains, we selected 13 data practices (Table 1) from Jin

et al. [20]. These practices covered areas such as Internet of things
(IoT), e-commerce, social networks, advertising, computational psy-
chology, data science experiments, and scenarios involving vulner-
able populations. Initially, the practices involved multiple infor-
mation applications, resulting in diverse outcomes. We assigned a
single data application to each practice, enabling broader response
collection across domains while mitigating participant fatigue. To
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Figure 2: A survey example. Privacy scenario (left) is split into data actions and organized in a information �ow. Crowd workers
were involved in two di�erent tasks: we �rst asked crowd workers to examine data action descriptions by rating and writing
free text (middle), then we forwarded the collected free-text responses to another group of workers for privacy concerns
annotation (right).

prevent potential biases, we distributed scenarios that might give
rise to similar concerns across separate surveys. Therefore, we ana-
lyzed general concerns in each scenarios using results from Jin et
al. [20]. Following their work, we categorized privacy concerns into
three high-level classes: respect for persons, bene�cence, and jus-
tice. Then we identi�ed 12 data applications where concerns from
one high-level category were more prevalent than from the other
two. Each application was assigned to its corresponding category,
and applications representing distinct categories were included in
each day's survey.

Among the 13 practices analyzed, we found that in one particu-
lar scenario (case 6 in Table 1), the distribution of concerns across
the three categories was notably even. This suggests that users
have a more diverse range of concerns in this context, potentially
demonstrating varied rationales. We observed that users often ex-
hibit speci�c types of concerns in certain scenarios. For example,
concerns about price discrimination are common in situations with
evident unfairness in pricing (case 12 and 13 in Table 1). However,
the consistency of concerns in such special cases may not extend
to more diverse domains. Therefore, we selected case 6 to test for
consistency, as illustrated in Figure 1.

Recruitment and Demographics . We conducted the experiment
on AMT from May to July 2023. To ensure the quality of survey
responses, we only recruited participants with a HIT Approval Rate
greater or equal to 95% and Number of HITs Approved greater than
or equal to 50, who are aged 18 or above. We also carefully designed
our surveys with two pilot studies with 5 participants who were
excluded from our o�cial experiment. Considering the amount
of data needed, we scheduled to recruit 35 to 40 participants. We
ended up recruiting 42 participants located in the United States,
and 4 workers were removed from consideration due to failing to
�nish all �ve surveys or giving overly uniform answers to a large
number of questions in a row.

On average, participants spent 30 minutes on each day's survey
and received 30 USD as compensation for the �ve-day session. We
collected the demographic information in our �rst day's survey to
ensure the diversity of our participants. Among all the 38 workers
providing valid answers, 24 (63%) identi�ed as female and 14 (37%)
identi�ed as male. Participants' age buckets ranged from 25-34 to 65-
74, with most reporting to be 36-44 years old (39%). There was also
a wide range of reported educational degrees, with most reporting
a 4-year Bachelor's degree as their highest degree obtained (37%).
Reported income ranged from less than $10,000 to $150,000 or more,
with most reporting between $10,000 and $50,000 (58%).

Ethical Considerations . Our project was approved by the IRB
at our institute. Participants read and signed an informed consent
document before �lling out the surveys. We instructed participants
to focus on their own experiences and opinions and to not reveal
private or sensitive information throughout the surveys. Collected
data was stored in a secure location accessed only by the research
team. We only collected participants' contact emails for compen-
sating them for their time, did not connect these emails to the rest
of the study data, and deleted them after the study completion.

3.2 ContextLabel Codebook
Two authors annotated 43 data actions from 13 scenarios using
multiple labels, creating a codebook to capture contextual nuances.
The synthesized labels are related to privacy concerns from previous
works and applicable across various scenarios, transcending speci�c
domains.

Previous studies have utilized Contextual Integrity [38] with �ve
category factors to model information �ow. While not exhaustive,
we annotated scenarios following this framework to cover our
tested information �ows; the factors used are listed in Table 3. In
section 4.2 and 4.3, we compared the scenario-speci�c category
factors with non-exclusive labels.
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